


































































































ecosystem are deployed to distributed, highly redundant infrastructure that is deployed across multiple 
Availability Zones (Data Centers). Storage requirements must provide distribution across multiple 
Availability Zones with near real time replication. Bamboo Health solutions must function with minimal to 
no customer impact due to a loss of an Availability Zones or application infrastructure. This strategy is 
solved by leveraging Cloud Architecture best practice, stateless application design, and containerized 
deployment strategies to several locations leveraging Kubernetes. No single points of failure exist in the 
overall Bamboo Health ecosystem concerning backup and recovery solutions and procedures. 

Bamboo Health runs DB clusters with high availability enabled which enhances the availability during 
planned system maintenance and helps protect the databases against failure and Availability Zone 
disruption. In this configuration, the primary Aurora RDS DB instance is synchronously replicated across 
Availability Zones to Aurora RDS Replicas to provide data redundancy, eliminate 1/0 freezes, and minimize 
latency spikes during system backups. 

Bamboo Health leverages microservices to separate disparate functionality and reduce the size of a fault 
domain. We also leverage ephemeral containers to allow for dynamic auto-scaling (horizontal) to ensure 
that the platform performs consistently regardless of load/volume. Additionally, Bamboo Health has a 
well-defined Disaster Recovery process that leverages an alternate AWS region. 

!Bamboo provides a robust selection of data retention options to abide by State law with records to be 
purged to Masked Analytics and Masked Archive. 

Bamboo will enable a limit on data coming into PMP Clearinghouse, preventing data older than a 
predetermined number of months. This limit will be based on the "filled at" date. A new record is created 
in production and then copied to the Data Warehouse. Once a record's "filled at" date reaches the 
timeframe, that night, a copy of the record will be masked and placed into the Data Warehouse and 
Archive. The original record containing identifiable patient data will then be destroyed and made 
irretrievable from both production and the Bamboo Data Warehouse. I 
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B am boo Health understands that states may have nuanced data retention requirements and will work 
with the State to ensure that the system is compliant with state law. 

We will provide a mutually agreed upon reloading process between Bamboo Health and the State. It should 
be noted that the timeline for archiving data may depend on the amount of data requested to be archived 
due to processing time. 

Interfaces with other systems via API as applicable. 

The core capabilities within OpenBeds have been modularized so that features can be easily shared with 
other Bamboo Health systems to provide greater insight across the product suite. Additionally, OpenBeds 
uses a variety of AP ls to interface with external systems. These include: 

FHIR integration that populates an Open Beds referral form using data on a patient's EHR 
Automated pdf creation for attachments from the EHR necessary at the referral 
Support OIDC to perform bed availability search through an API 
SSO to support workflow integration to complementary 3rd party systems (i.e., EHRs, CRMs 
and transportation services) 

In development are AP ls to support automatic updating of bed availability inventory, creating referrals, 
querying referral status, and querying patient referral history. 
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